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Abstract

This study investigated the relationship between clearly produced and plain citation form speech styles and motion of visible
articulators. Using state-of-the-art computer-vision and image processing techniques, we examined both front and side view videos of
speakers’ faces while they recited six English words (keyed, kid, cod, cud, cooed, could) containing various vowels differing in visible
articulatory features (e.g., lip spreading, lip rounding, jaw displacement), and extracted measurements corresponding to the lip and
jaw movements. We compared these measurements in clear and plain speech produced by 18 native English speakers. Based on statistical
analyses, we found significant effects of speech style as well as speaker gender and saliency of visual speech cues. Compared to plain
speech, we found in clear speech longer duration, greater vertical lip stretch and jaw displacement across vowels, greater horizontal
lip stretch for front unrounded vowels, and greater degree of lip rounding and protrusion for rounded vowels. Additionally, greater
plain-to-clear speech modifications were found for male speakers than female speakers. These articulatory movement data demonstrate
that speakers modify their speech productions in response to communicative needs in different speech contexts. These results also estab-
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1954; Summerfield, 1979, 1992



(Lombard speech) by measuring the motion of face mark-
ers as speakers produced English sentences either in quiet
or in noise. They also tested the audio-visual intelligibility
of Lombard speech embedded in noise. The tracking
results revealed a greater degree of articulatory movement



algorithms have been applied to various computer-vision
problems (C



speakers were not speaking for the requested tokens), speak-
ers’ word productions were automatically detected based on
the audio signal using the algorithm of Giannakopoulos
et al. (2010). Briefly, this algorithm extracts two sets of audio



(2000), we discarded the hue and value channel, since hue
information is unreliable for regions with low color satura-
tion like the lips. Instead, we employed the saturation
channel in which the lip is most distinguishable from the
skin color. Further, we applied a low-pass spatial smooth-



Detected face Outline image Trimmed FI
(after step 1) (after step 2) (after step 5) 

Fig. 2. Example side-view video frame (left) and corresponding edge features (middle) which are used to compute the feature image of an entire video
token (right). A grey bar has been superimposed to protect the speaker’s privacy.
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differ. Specifically, MAD is a computationally efficient
measure that assumes that the intensity relationship is
preserved across the FIs compared, while the other two
measures are statistical measures that do not require this
assumption and thus may be more robust to illumination
changes, albeit slightly more computationally intensive to
calculate. Generally, we find the tokens with amplified lip
protrusions yielded higher dissimilarity between the com-
pared FIs, thus yielding higher values in the dissimilarity
measure. Fig. 3 illustrates the relative differences between
the registered FIs and the FI of VRef.

3. Results

The extracted measurements from the front and side
videos, including horizontal and vertical lip stretch, jaw
displacement, lip rounding and lip protrusion, as well as
duration, were submitted to statistical analyses. For con-
ciseness, only the significant effects and interactions involv-
ing style are reported.

3.1. Front-view analysis

For each of the front-view measurements, a series of
2 � 2 � 2 repeated measures analysis of variance
(ANOVAs) was conducted with Style, Gender, and Tensity
as factors. The ANOVAs show significant differences for
the main effects of Style, Gender, and Tensity for the var-
ious measurements. Since no significant interactions of
Style and Tensity were observed, subsequent style compar-
isons pooled data across Tensity for each vowel pair.
Firstly, as hypothesized, there is a significant main effect
Fig. 3. (a) Feature image (FI) of reference video token; (b) FI of another token
the registered FI pair. Visual inspection of (d) is a common and effective way to
and Hamarneh, 2013).
of Style: in horizontal [F(1,765) = 21.5, p < .001] and verti-
cal [F(1,765) = 51.0, p < .001] stretches for ‘‘keyed/kid”, in
vertical stretch [F(1,765) = 24.2, p < .001] and jaw dis-
placement [F(1,765) = 8.6, p = .003] for ‘‘cod/cud”, and
in rounding [F(1,655) = 4.8, p = .028], vertical stretch
[F(1,655) = 21.7, p < .001] and jaw displacement [F
(1,655) = 6.6, p = .010] for ‘‘cooed/could”. Fig. 4(a)–(d)
displays the measurement comparisons between plain and
clear speech styles for each of the three word pairs (the
measurements per word, style and gender are displayed in
Table A1). As shown in the figure, for each of these signif-
icant differences in style, the extent of movement in clear
speech is greater than in plain speech. Additionally, for
each word pair, the duration in clear speech was longer
than in plain speech, as expected (p < .05). For the main
effect of Tensity, tense vowels show longer duration and
a greater degree of displacement than lax vowels, involving
greater horizontal lip stretches for ‘‘keyed” than ‘‘kid”,
greater vertical lip stretches for ‘‘cod” than ‘‘cud”, and
greater lip stretches in both directions for ‘‘cooed” than
‘‘could” (p < .05). Moreover, a significant main effect of
Gender was observed in the horizontal and vertical stretch
for ‘‘keyed/kid”, and in all of the measurements of
‘‘cod/cud” and ‘‘cooed/could”, with overall greater extent
of movement in male than female productions (p < .05).

The statistically significant interactions mostly involved
Style and Gender. Post-hoc analyses were further con-
ducted to examine the effects of Style per Gender group
for each pair of words using a series of one-way ANOVAs.
As shown in Fig. 4, for keyed/kid, the vertical lip stretch is
greater in clear (M = 1.35) than plain speech (M = 1.17)
[F(1,352) = 36.5, p < .001] in males. To a lesser degree, in
; (c) intensity difference between these FIs; (d) intensity difference between
examine the quality of spatial alignment of images (Tang et al., 2008; Tang



females, the vertical lip stretch is also greater in clear
speech (M = 1.05) than plain speech (M = 0.98)
[F(1,410) = 15.1, p < .001]. Horizontal lip stretch is also
greater in clear speech (M = 0.99) than in plain
(M = 0.93) [F(1,352) = 19.7, p < .001] for males, but the
difference is not significant for females (M = 0.84 vs.
M = 0.82) [F(1,410) = 3.7, p = .055]. For cod/cud, the ver-
tical lip stretch is greater in clear (M = 1.36) than plain
speech (M = 1.23) [F(1,360) = 15.5, p < .001] in males.
To a lesser degree, in females, the vertical lip stretch is also
greater in clear speech (M = 1.10) than plain speech
(M = 1.05) [F(1,402) = 8.4, p = .004]. In addition, for



3.2. Side-view analysis

To test the hypothesis that differences in style can be
observed in terms of lip protrusion for the rounded vowels
‘‘cooed” and ‘‘could”, a 3-way ANOVA was performed on
the extracted side-view measurements with Style, Gender,
and Tensity as factors. The results show a significant main
effect of Style [F(1,847) = 52.5, p



thus offers new evidence of clear speech effects in the
articulation of rounded vowels, and opens the door to
the investigation of additional rounded segments (such as
/w/ and /ɹ/).

The current study revealed an overall greater and longer
articulatory movement for tense vowels compared to lax
vowels, consistent with previous acoustic findings
(Ferguson and Quené, 2014; Hillenbrand et al., 1995).
However, the results show no interaction between vowel
tensity and speech style, contrary to the predictions of
greater clear speech effects for tense than lax vowels. The
lack of greater plain-to-clear speech modifications in
articulation for tense vowels may be due to articulatory
constraints. The productions of tense vowels and clear-
speech vowels both involve longer articulatory excursions,
such as greater lip-spreading, jaw displacement, and lip-
rounding. These extreme articulatory features that are
intrinsic to tense vowels may have limited the room for fur-
ther modifications that are more ‘‘deliberate”
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Appendix A

See Table A1.
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